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Abstract

Iacobucci (2009, 2010) covers a number of important issues in the use of structural equation modeling and in so doing provides researchers
with many useful insights and sensible suggestions. This commentary focuses on three issues where our views differ somewhat from those
expressed in the target articles: SEM and causal inferences, sample size, and model fit. In addressing each of these issues, our perspectives do not
so much contradict the views expressed by Iacobucci as they reflect a somewhat different conceptual emphasis.
© 2010 Society for Consumer Psychology. Published by Elsevier Inc. All rights reserved.
There is little doubt that structural equation modeling (SEM)
has been among the most influential and widely used statistical
methods to emerge in consumer psychology and related disci-
plines over the past 30 years. As with any popular statistical
method, applications of SEM in consumer psychology and
other disciplines have not always followed the best available
practices as suggested by the methodological literature. One
reason for this gap between the methodological and substantive
literatures is that many important methodological findings, by
virtue of where they are published and their highly technical
nature, are not readily accessible to the typical researcher. In
light of this reality, articles such as those by Iacobucci (2009,
2010) provide a valuable resource to researchers.

Our goal in the present commentary is not to reiterate the
many useful insights made in the target articles or to echo the
numerous sensible suggestions provided by Iacobucci. Instead,
we have chosen to focus our comments on some select issues
where our views differ somewhat from those expressed in the
articles. In addressing these issues, it is worth noting that our
views do not so much contradict what is expressed in the target
articles, but rather reflect a somewhat different emphasis and
conceptual perspective.
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SEM, the nature of data, and causal inferences

As Iacobucci notes, SEM is most often utilized in the context
of non-experimental data. Despite this fact, users of SEM often
interpret their results in strong causal terms. Indeed, when SEM
was a comparatively new technique in the social sciences, much
of the initial enthusiasm for it seemed to be driven by the
erroneous belief that it could allow researchers to miraculously
transcend the inferential limitations of non-experimental data.
Several decades of experience have made such extreme views
less common, but it is difficult to dispute that the problem to
some degree remains. This criticism notwithstanding, we think
several additional observations regarding SEM and causal
inferences are worth noting.

First, in the strict sense of the term, we do not object to the use
of the term “causal modeling” when referring to applications of
SEM. Applications of SEM usually do involve the specification
of models that make causal assumptions. Hence, researchers are
modeling causal relations among variables. However, modeling
a causal relation is not the same as proving a causal relation.
Other models making different causal assumptions might
provide comparable or superior representations of the data.

Second, we would argue that SEM is not inherently more
vulnerable to inferential problems regarding causality than other
statistical techniques and sometimes provides advantages in
evaluating the plausibility of different causal assumptions. For
ed by Elsevier Inc. All rights reserved.
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the most part, statistical techniques do not in and of themselves
confer the ability to reach causal conclusions (e.g., see Wegener
& Fabrigar, 2000). For example, ANOVA provides no stronger
basis for causal conclusions than does multiple regression or
SEM. The reason it is often sensible to reach causal conclusions
with ANOVA is a function of the fact that it is almost exclu-
sively used with experimental data. If it were applied to non-
experimental data, there would be little basis for strong causal
inferences. However, stating that one cannot make strong causal
claims with non-experimental data does not necessarily imply
that all causal assumptions for a given data set are equally
plausible and that researchers should interpret their data as if
they were. Statistical procedures can often be used to evaluate
the relative plausibility of competing causal assumptions. We
believe SEM has some advantages over many other commonly
used statistical procedures in undertaking this task.

For instance, one common threat to causal inferences in non-
experimental data is that the hypothesized causal variable may
co-vary with other plausible causal variables and it may be one
of these alternative variables that is responsible for the observed
effect. Such alternative causal variables can sometimes be ruled
out by statistically controlling for their effects (as is often done
in multiple regression). SEM affords advantages over other
methods in this task because of its ability to account for random
measurement error (which can lead not only to attenuated esti-
mates of effects, but also sometimes inflated estimates). Addi-
tionally, in some cases systematic measurement error can also
be directly accounted for in a SEM model. As such, SEM can
often provide a more accurate estimate of the effects of a
hypothesized causal variable controlling for the effects of other
potential casual variables (see Bollen, 1989).

Another threat to causal assumptions in many non-experimental
data sets is that it is often plausible to reverse causal assumptions
among variables in a model. SEM is extremely flexible in that it
readily permits researchers to test competing models that make
different assumptions regarding casual directions. These models
can be compared on the basis of their fit and the conceptual
plausibility of their parameter estimates. If onemodel is found to be
clearly superior to other models, a researcher might reasonably
make the case that certain causal assumptions are more plausible
than others for the given data set. SEM has several advantages
when comparing competing models. It is much more flexible with
respect to model specification thanmost other statistical procedures
(e.g., regression, ANOVA) and thus it is much easier to specify and
directly compare competing models. For example, SEM allows the
researcher to simultaneously estimate all effects in the model
whereas regression approaches often require the specification of
numerous regressionmodels to estimate different parts of an overall
model. Another advantage of SEM is that formal indices of model
fit have been developed to evaluate how well a model accounts for
the data. Evaluatingmodel fit inmany other procedures is either not
possible or much less well developed. Finally, the potentially
greater accuracy of parameter estimates in SEM is another advan-
tage when comparing the performance of competing models.

One final observation regarding SEM and causality is that
although SEM is often regarded as a “non-experimental data
analysis method”, we think such a view is unfortunate. SEM can
be usefully employed in many experimental contexts. For
instance, tests of mediation have become commonplace in many
disciplines when attempting to gain insight into the psycholog-
ical processes underlying the effects of an experimental manip-
ulation on a dependent variable. Such analyses have typically
been conducted using regression-based approaches. However,
as has been noted by many methodologists (e.g., Baron &
Kenny, 1986), these approaches can often lead to inflated esti-
mates of direct effects and attenuated estimates of mediated
effects. When multiple-item measures of a mediator and/or
dependent variable are available, using SEM to test latent vari-
able meditational models has the potential to provide more
accurate results. Along similar lines, when researchers wish to
directly compare the effects of several possible mediators, SEM
provides a much more flexible and effective means of directly
comparing the effects of different mediators.

Another experimental context where SEM can be quite
useful is in tests of moderated mediation. Increasingly, theories
in consumer psychology and related disciplines make predic-
tions regarding meditational effects that should vary under
different conditions. For example, the Elaboration Likelihood
Model (ELM) of persuasion postulates persuasion variables can
serve distinctly different roles under varying levels of cognitive
elaboration (Petty & Cacioppo, 1986; Petty & Wegener, 1999).
Such predictions often imply that a given independent variable
will have a direct effect on the dependent variable at one level of
a moderator and be mediated at another level of a moderator.
Alternatively, different mediators may be responsible for an
effect at different levels of moderators. Such predictions can be
readily tested using multi-group SEM analyses (see Wegener &
Fabrigar, 2000).

Finally, it should be noted that anytime a dependent variable
is examined across levels of an independent variable, a re-
searcher implicitly assumes that the fundamental psychometric
properties of the dependent variable are invariant across con-
ditions. Such assumptions are almost never tested in consumer
psychology experiments. However, for some independent var-
iables commonly studied in consumer psychology, it is plausible
to postulate that these independent variables might influence the
properties of measures in addition to or instead of the underlying
construct (for examples in the context of attitude–behavior
consistency, see Fabrigar, Wegener and MacDonald (2010)).
Multi-group SEM provides a methodology for formally testing
measurement assumptions by directly examining the parameters
of the measurement model across levels of an experimental
variable. Such analyses can allow researchers to disentangle the
effects of independent variables on measurement properties from
the effects on the underlying latent variables that the measures are
intended to assess.

In summary, we do not think that causal language of any sort
is always inappropriate when using SEM. The strength with
which one can make casual inferences is best thought of as a
continuum. At one extreme, all casual assumptions are equally
plausible. At the other extreme, only a single causal interpretation
is plausible. Analytical strategies using SEM can sometimes aid
the researcher in moving toward this later end of the continuum.
Additionally, it can often be used quite productively in the context
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of experimental data to further aid in a researcher's understanding
of the processes underlying an experimental manipulation's effects
on a dependent variable.

Sample size in SEM

Without a doubt, the issue of sample size is among the most
commonly asked design questions regarding the use of latent
variable models (e.g., exploratory factor analysis and SEM).
Unfortunately, there is no easy answer to this question. Although
simple rules of thumb have been proposed in the context of
factor analysis (e.g., 5 participants/measured variable, Gorsuch,
1983) and SEM, these rules of thumb have comparatively little
theoretical or empirical grounding (MacCallum, Widaman,
Zhang & Hong, 1999). One reason for the difficulty in deter-
mining an appropriate sample size is that it depends on many
considerations. Researchers should recognize that various sam-
ple size recommendations in the literature are often based on
somewhat different conceptual approaches and as such it is not
surprising that they might suggest different answers. By under-
standing the conceptual underpinnings of different approaches
to determining sample size, researchers will be able to choose the
most appropriate manner of determining sample size based on
their current goals.

One way of determining sample size, commonly adopted in
factor analysis but also relevant to more general latent variable
models, is to consider it from the perspective of accurate param-
eter estimation (e.g., MacCallum, Widaman, Zhang & Hong,
1999; Velicer & Fava, 1998). Here, adequate sample size is
defined as the number of observations needed to obtain estimates
of the model's parameters that closely match the parameter values
of the model in the population. Studies approaching sample size
from this perspective have indicated that the sample size needed is
smaller when unique variances of measured variables are low and
each latent variable is represented by at least 3 or 4 measured
variables. Under such optimal conditions, sample sizes as small as
100 may be adequate. However, under moderately less optimal
conditions, it may be necessary to have a sample of at least 200,
and under poor conditions samples of even 400 to 800 may be
insufficient.

Another approach to determining sample size is from the
standpoint of statistical power. In more conventional statistical
procedures, power analyses are often comparatively straightfor-
ward. However, in the context of SEM, the issue is more compli-
cated because typically there are many hypotheses that could be
tested in given model. For example, one might test a hypothesis
about overall model fit with respect to a specific model fit index
(e.g. see MacCallum, Browne & Sugawara, 1996). When con-
ducting such power analyses, a researcher must determine pre-
ciselywhat hypothesis theywish to test using the index (e.g., a test
of close fit as defined by some specified numerical value of a
given fit index) and what assumptions they wish to make regard-
ing the fit of themodel in the population.Moreover, it is important
to note that power analyses can be conducted for many different
fit indices and the results of these analysesmight suggest different
sample sizes. Another approach to power in SEM is to define it in
terms of a test of difference in fit between twomodels (MacCallum,
Browne, & Cai, 2006). Finally, although not really a major focus
within the methodological literature, one could define power in
terms of tests of specific parameters within the model. For instance,
the goal might be to test whether one parameter within a model is
stronger than another or whether a difference exists in a given
model parameter across different samples.

In summary, determining sample size is complicated and
depends on the researcher's perspective and goals. Depending on
the focus of a particular research project, one of these approaches
to determining sample sizemay bemore appropriate than another.
For example, if conducting an exploratory factor analysis, consid-
ering sample size from the perspective of accurate parameter
estimation may make the most sense because in this context it is
comparatively uncommon to have clear hypothesis tests of overall
model fit or parameter estimates. However, if a researcher is
interested in comparisons of model parameters across different
groups, considering sample size based on the testing of specific
parameters might make more sense. Finally, if the researcher has
several clearly defined competing models, sample size might be
best determined on the basis of power to test differences in fit
between models.

Evaluating model fit in SEM

In describing model fit indices, Iacobucci raises a number of
important considerations. However, we believe that there are
several additional observations regarding model fit that merit
discussion. First, we believe that there is a tendency by
researchers using SEM to over-emphasize the use of model fit
indices at the cost of other important information. For example,
we have seen numerous cases in which researchers have obtained
a good model fit and then pronounced the model as a good
representation of the data without ever, in any detailed way,
reviewing the extent to which the model's parameter estimates
provide logical support for their conclusions. Indeed, we have
seen cases in which researchers present models and never report
the parameter estimates at all. In our view, such practices are a
serious oversight. Although it is obviously essential to know
about model fit, it is equally important to evaluate parameter
estimates. It is entirely possible for a model to fit well, but to
provide parameter estimates that are logically impossible or do
not readily follow from the nature of the constructs being exam-
ined or the model's conceptual implications (see Fabrigar &
Wegener, 2009).

A second aspect of model fit that merits comment is the
tendency for researchers to interpret model fit in a simple
dichotomous fashion. This practice is not surprising given that
there has been substantial effort in the methodological literature
to establish cut-points to distinguish between good and bad fit.
Of course, the ability to assert that model fit is either good or bad
does have some intuitive appeal. However, dichotomous cut-off
scores are somewhat arbitrary and overly simplistic (Fabrigar &
Wegener, 2009). Indeed, given that descriptive indices express
the degree of model fit (or lack of fit) on a continuum, reducing
these scores to dichotomous categories is like taking careful
measurements of the height of people and then reducing these
measurements to categories of tall and short. Reducing these
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measures to two categories throws away valuable information.
That being said, some guidelines are clearly needed to provide a
frame of reference when interpreting model fit indices. To that
end, we think a more useful goal in developing guidelines would
be to use multiple categories to better represent gradations of
model fit (e.g., good, acceptable, marginal, and poor). One
example of such an approach is Root Mean Square Error of
Approximation (RMSEA) which has been conceptualized by
some methodologists in terms of gradations (Browne & Cudeck,
1992).

Finally, one important issue regarding fit indices that con-
tinues to challenge researchers is what to do when they do not
agree? If all model fit indices agreed and indicated that the
model fit was great or that it was very bad then deciding which
fit indices to use would be irrelevant. Unfortunately, fit indices
do not always agree. Thus, researchers are sometimes left with
the somewhat daunting task of sorting through the myriad of fit
indices and deciding which ones are to be trusted. As it turns
out, a number of empirical studies have provided evidence
suggesting that some model fit indices are better than others at
differentiating good from bad fitting models (e.g., Fan & Sivo,
2005; Hu & Bentler, 1998). These studies provide a basis for
recommending a more manageable subset of indices to use a
basis for model evaluation. However, some caution is warranted
in using such studies as the sole basis for selection of model fit
indices, because it is difficult to know the extent to which the
findings of these studies are idiosyncratic to certain properties
of the data, of the model, or the nature of misspecifications that
were tested (e.g., see Marsh, Hau, & Wen, 2004).

Thus, when evaluating model fit indices, we recommend that
researchers keep in mind the different ways in which indices
define fit. Most notably, model fit indices can be categorized in
terms of at least two underlying distinctions. First, descriptive fit
indices can be categorized as either absolute (they index discrep-
ancy between the model and the data in an absolute sense) or
incremental (they index discrepancy between the model and the
data relative to another model). Second, some indices take into
account model parsimony whereas others do not. In light of these
distinctions, it is not surprising that indices can sometimes pro-
vide different results. The manner in which they define fit is
different. Consequently, when evaluating performance of a
model, researchers should understand the conceptual nature of fit
indices so as to better interpret why indices do not always agree
and what lack of agreement might be telling them about their
model.

For example, if an absolute fit index that does not take into
account model parsimony suggests good fit, but an absolute fit
index that adjusts for model parsimony suggests poor fit, this
might indicate that the model does a good job accounting for the
data, but that it does so at the cost of parsimony. A reverse
pattern between the two indices might suggest that the model is
only marginally effective in absolute terms in explaining the
data, but that it does rather well when one takes into account
how few parameters are used to explain the data. Ultimately it
may be possible to identify specific indices that are the best
representatives of each category of fit indices. However, arguing
for an index from one category over an index from another
category may be a bit like arguing in favor of an apple over an
orange. It may be difficult to say that one is better than another,
but the process of comparing them could be informative for
understanding the strengths and weaknesses of the model.

Conclusions

In closing, we think it fair to concede that SEM has not
always been applied as sensibly as it should have been. How-
ever, there is also little doubt that the technique has greatly
enriched the manner in which we conduct research in consumer
psychology and other disciplines. Moreover, as expertise in
using SEM increases among researchers and methodologists
continue to solve major methodological challenges in the appli-
cation of SEM, we think the future for SEM in consumer
psychology will be even brighter than its past.
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